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In many engineering applications, we have to combine probabilistic and interval errors. For
example, in environmental analysis, we observe a pollution level z(¢) in a lake at different
moments of time ¢, and we would like to estimate standard statistical characteristics such as
mean, variance, autocorrelation, correlation with other measurements.

In environmental measurements, we often know the values with interval uncertainty. For
example, if we did not detect any pollution, the pollution value can be anywhere between 0
and the detection limit DL. Another example: to study the effect of a pollutant on the fish,
we check on the fish daily; if a fish was alive on Day 5 but dead on Day 6, then the lifetime
of this fish is € [5, 6].

We must modify the existing statistical algorithms to process such interval data. In general,
the resulting problems are NP-hard [1,2]. In this talk, we survey cases when feasible algo-
rithms exist: e.g., when measurements are very accurate, or when all the measurements are
done with one (or few) instruments.

Other applications:

e In non-destructive testing, we look for outliers as indications of possible faults. To detect
an outlier, we must know the mean and standard deviation of the normal values — and these
values can often only be measured with interval uncertainty.

e In bioinformatics and bioengineering applications, we must solve systems of linear equations
in which coefficients come from experts and are only known with interval uncertainty.

e In biomedical systems, statistical analysis of the data often leads to improvements in
medical recommendations; however, to maintain privacy, we do not want to use the exact
values of the patient’s parameters, we only keep ranges; we must perform statistical analysis
based on such interval data.
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