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The backward stability of the Horner scheme when evaluating a given polynomial p at the
point x justifies its practical interest. Nevertheless, the computed result can be arbitrarily
less accurate than the working precision u when the evaluation of p(x) is ill-conditioned.
This is the case for example in the neighborhood of multiple roots where all the digits or
even the order of the computed value of p(z) can be false. Several techniques and softwares
intend to improve the accuracy of results computed in floating point arithmetic. When
an IEEE-754 floating point arithmetic is available, “double-double” and “quad-double”
software libraries are effective solutions to simulate respectively twice our four times the
working precision [1].

In [2], we have already described a compensated Horner scheme: with this scheme, the
result is of the same quality as if computed in doubled working precision. We present here
another compensated algorithm that computes an approximate r of p(z) of the same quality
as if computed in k-fold working precision (k > 2). More exactly, this means that r satisfies

r — p(x)|

k
202 < u+ (au)®cond(p, ), (1)

where « is a moderate constant and cond(p, z) is the classical condition number that de-
scribes the sensitivity of the polynomial evaluation. This algorithm only requires an IEEE-
754 like floating point arithmetic with rounding to the nearest. Our main tool to improve
the accuracy of the computed result is an “error-free transformation” [3] (EFT) for the
polynomial evaluation with the Horner scheme. We prove that recursive application of this
EFT allows us to compute an approximate that satisfies (1).

Experimental results show that the time penalty due to the improvement of the accuracy
is very reasonable for k < 4. In particular, our routine runs about 40% faster than the
corresponding routine based on the quad-double library. This justifies the practical interest
of the method when only a small increase of the working precision is needed.
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